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Measurement data processing results show 
that MUSIC algorithm can provide compara-
ble results with SAGE algorithm in estimating 
AAoA and EAoA. SI-JADE and the improved 
SI-JADE algorithms are also applicable to 
process 60 GHz channel measurement data. 
However, MUSIC, SI-JADE, and the im-
proved SI-JADE algorithms can greatly reduce 
computational burden compared with SAGE 
algorithm. At last, some future directions are 
pointed out.
Keywords: MUSIC; JADE MUSIC/ESPRIT; 
SI-JADE; SAGE algorithm; millimeter wave

I. INTRODUCTION

With the development of wireless commu-
nications, several key technologies such as 
millimeter wave (mmWave) and massive 
multiple-input multiple-output (MIMO) were 
proposed to provide large bandwidth and to in-
crease spectrum efficiency, etc [1]–[4]. Wire-
less channels using these key technologies 
exhibit some new channel characteristics. For 
example, mmWave channels show larger at-
tenuation and higher delay resolution than the 
conventional channel [5]; in massive MIMO 
channel, spherical wavefront instead of plane 
wavefront, as well as the non-stationarity in 
space domain should be considered [6]–[8]. In 
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power at a certain direction, while Capon's 
beamformer using weighting vector not only 
maintains the power constant to the desired 
direction, but also minimizes the output pow-
er from undesired direction. Thus, Capon's 
beamformer can provide better spatial resolu-
tion than the Bartlett beamforming. Multiple 
signal classification (MUSIC) [13] is a rep-
resentative algorithm of the subspace-based 
technique. Different from the beamforming 
technique, MUSIC algorithm separates the 
spatial covariance matrix into signal and noise 
subspaces, and employs the orthogonality be-
tween noise subspace and signal subspace to 
form spatial spectrum. Because the calculation 
of spatial spectrum employs only noise sub-
space rather than the whole covariance matrix, 
MUSIC algorithm is less time consuming than 
the beamforming technique. In the parametric 
subspace-based estimation kind of method, 
estimation of signal parameter via rotational 
invariance techniques (ESPRIT) [14], least 
square (LS) ESPRIT, total least square (TLS) 
ESPRIT, and Unitary ESPRIT [15]–[18] are 
representative algorithms. The ESPRIT-type 
algorithms separate the whole Rx array into 
several sub-arrays, and calculate AoAs di-
rectly by employing the invariance properties 
among the sub-arrays. Unitary ESPRIT is an 
extension of ESPRIT algorithm which can 
transform the complex-valued calculation into 
real-valued domain, thus, to provide reduced 
computation burden [19]. For the aforemen-
tioned spectral estimation and parametric sub-

order to analyze these new channel character-
istics, extensive channel measurements should 
be carried out and channel parameter estima-
tion algorithms are required to extract both 
temporal and three-dimensional (3D) spatial 
information from measurement data. As sig-
nals emitted from a transmitter (Tx) arrive at 
the receiver (Rx) through multipath compo-
nents (MPCs), the extraction of temporal and 
spatial information corresponds to estimate de-
lay, azimuth angle of arrival (AAoA), and ele-
vation AoA (EAoA) for each MPC. Consider-
ing that there are many array signal processing 
(ASP) methods, this work aims to summarize 
the commonly used channel parameter estima-
tion methods in estimating AAoA and EAoA 
(and delay), and compare their performance in 
both synthetic and real channel environments.

Originally, the ASP methods were proposed 
to estimate spatial information, namely AoA 
only. As shown in figure 1, they can be divided 
into three categories, i.e., spectral estimation, 
parametric subspace-based estimation, and 
deterministic parametric estimation [9]. Spec-
tral estimation techniques estimate AoAs by 
forming spatial spectrum and searching for the 
angles that correspond to the spectrum peaks. 
This method can be further classified into 
beamforming and subspace-based techniques 
[10], [11]. Conventional (Bartlett) beamform-
ing and Capon's beamformer [12] belong 
to the beamforming technique. The Bartlett 
beamforming forms spatial spectrum by using 
weighting vector that maximizes the output 

Fig. 1.  Classification of channel parameter estimation methods.
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methods. They can estimate parameters by 
iteratively searching for the delays and angles 
that can maximize the ML functions with 
high accuracy. However, they are usually time 
consuming due to the iterative searching pro-
cedure. SAGE algorithm is an improvement of 
the EM algorithm by separating the estimated 
parameters into several subsets in the maximi-
zation procedure, thus, to reduce the complex-
ity of the EM algorithm [29], [30]. RiMAX 
algorithm was proposed to extract not only the 
MPCs, but also the diffuse multipath compo-
nents (DMCs) [31].

In terms of wireless channel measurements, 
for example carried out in frequency domain 
using vector network analyzer (VNA), one key 
problem to be solved is to extract interested 
parameters in a timely and accurately manner. 
Many research groups used to apply SAGE al-
gorithm to process the measurement data [32]. 
However, in real time channel measurement, 
algorithms which can provide accurate result 
with low complexity are preferred. Thus, some 
researchers resort to classical subspace based 
methods to reduce the complexity compared 
with SAGE and RiMAX algorithms [33]. In 
[34], the performance of MUSIC and SAGE 
algorithms was compared to estimate AoAs. 
It was indicated that MUSIC algorithm could 
provide comparable performance with SAGE 
algorithm, but with highly reduced processing 
time. In [35], the Unitary ESPRIT algorithm 
was introduced to process the massive MIMO 
channel measurement data. It was indicated 
that the Unitary ESPRIT algorithm works 
well for the massive MIMO channel. How-
ever, these comparisons are confined in the 
estimation of AoA. Thus, considering that the 
comparison of joint temporal and 3D spatial 
information estimation algorithms is rare, this 
paper aims to fill this gap and give a thorough 
summarization of ASP methods in estimating 
wireless channel parameters. The main contri-
butions of this paper are listed as follows:
1)   Performance of several ASP methods to es-

timate AAoA and EAoA is compared, i.e., 
MUSIC, LS-ESPRIT, and Unitary ESPRIT 
algorithms;

space-based estimation methods, it is required 
that the MPCs are uncorrelated and the total 
MPC number is smaller than the Rx array 
number. However, deterministic parametric 
estimation kind of method is free from these 
constraints. Maximum likelihood (ML) tech-
nique estimates AoAs by searching for angles 
that maximize the ML function. It can achieve 
high accuracy but with very large complex-
ity. Iterative quadratic maximum likelihood 
(IQML) was proposed to estimate AoAs with 
the cost function being the weighted LS cost 
functions [20]. However, it requires multiple 
snapshots of measurement data and suffers 
from initialization problem.

To further improve the accuracy of param-
eter estimation and distinguish more MPCs, 
delay estimation was taken into consideration. 
Some of aforementioned algorithms were ex-
tended to estimate both temporal and 3D spa-
tial information. For example, temporal-spa-
tial-temporal MUSIC (TST-MUSIC) algorithm 
separates the delay and angle searching proce-
dure into three steps, i.e., two temporal-MU-
SIC to estimate delay and one spatial-MUSIC 
to estimate AoA [21]. Considering the pairing 
of MPC parameters, joint angle and delay es-
timation (JADE) scheme was proposed which 
can be combined with MUSIC [22] and ES-
PRIT-type algorithms to estimate delay and 
AAoA jointly [23], [24]. TST-MUSIC and 
JADE scheme break the constraints on the 
first two categories of ASP methods, and can 
be used when the total MPC number is larger 
than the Rx array number. However, they can 
only be used when multiple snapshots are 
available. For the case of only one snapshot is 
applicable, e.g., channel measurements carried 
out in frequency domain, shift-invariance (SI) 
JADE algorithm was proposed based on the 
LS-ESPRIT algorithm to estimate delay and 
AAoA using a uniform linear array (ULA) 
[25]. It was also extended to be used in two 
ULAs to estimate delay, AAoA, and EAoA 
jointly. Expectation-maximization (EM) [26], 
space-alternating generalized EM (SAGE) 
[27], [28], and Richter's maximum-likelihood 
estimation (RiMAX) algorithms are ML based 
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antenna element number is M M M= ×x y , 

where M x  and M y  denote antenna numbers 

in the x and y axes, respectively. In wireless 
channel propagation, signals arrive at Rx 
through MPCs formed by reflection, diffrac-
tion, and scattering mechanisms. Considering 
a narrowband far-field wireless communica-
tion scenario, the output at Rx array contribut-
ed by the l-th MPC can be expressed as
X Θ a Nl l l l l l l( ; ) ( , ) ( ) ( ),1 ,t u v s t t l L= − + ≤ ≤β τ
 (1)
where Θl l l l l= [ , , , ]β τ φ θ  is the parameter 
vector of the l-th MPC, with βl , τ l , φl , and 
θl  denote complex amplitude, delay, AAoA, 
and EAoA, respectively. L is the total MPC 
number, s t( )  is the transmitted signal, and 
Nl ( )t  is the complex white Gaussian noise. 
The a( , )u vl l  is a steering vector representing 
the Rx array response to the l-th MPC and can 
be written as

   a a a( , ) ( ) ( ),u v u vl l l l= ⊗  (2)

w h e r e  a( ) [1, ,..., ]u e el = − − −ju j M ul x l( 1) T  a n d 

a( ) [1, ,..., ]v e el = − jvl − −j M v( 1)y l T ,  ⊗  and [ ]⋅ T  
denote the Kronecker product and transpose 
operator, respectively. Considering plane 
wavefront, i.e., MPCs impinge at different 
array elements with the same AAoAs and 
EAoAs, phase shifts ul  and vl  caused by an-
tenna displacements in x and y axes are shown 
in figure 3. They can be expressed as

 u d cos sinl x l l= 2 ,πλ φ θ−1  (3)

 v d sin sinl y l l= 2 ,πλ φ θ−1  (4)

where λ  denotes the wavelength. The equidis-
tance between two adjacent antenna elements 
is dx  along x-axis and d y  along y-axis. They 

are usually assumed equal to or less than half 
of the wavelength [19].

The total output signal at Rx array is the 
summation of all MPCs, which is the replicas 
of the transmitted signal with different com-
plex amplitudes, delays, AAoAs, and EAoAs. 
It can be expressed as

Y X Θ ABS N( ) ( ; ) ( ) ( ),t t t t= = +∑
l=

L

1
l l  (5)

2)   Performance of several ASP methods to 
jointly estimate delay, AAoA, and EAoA is 
compared, i.e., JADE MUSIC, JADE ES-
PRIT, SI-JADE, and SAGE algorithms;

3)   An improved SI-JADE algorithm is pro-
posed by incorporating with the Unitary 
ESPRIT algorithm. It can provide reduced 
computation complexity compared with 
conventional SI-JADE algorithm;

4)   The MUSIC, LS-ESPRIT, Unitary ES-
PRIT, SI-JADE, improved SI-JADE, and 
SAGE algorithms are used to the 60 GHz 
real channel measurement data processing;

5)   As the development of wireless commu-
nication poses some challenges to the pa-
rameter estimation schemes, several future 
directions are given regarding to the mea-
surement data processing of fifth generation 
(5G) wireless channel.
The remainder of this paper is organized 

as follows. System model is given in Section 
II. Basic concepts of some channel parameter 
algorithms are introduced in Section III. Sim-
ulation results and measurement analysis are 
given in Section IV. Future directions are giv-
en in Section V. Finally, conclusions are drawn 
in Section VI.

II. SIGNAL MODEL

We assume the Rx is configured with a hori-
zontal uniform rectangular array (URA) lying 
in the x-y plane, as shown in figure 2. The total 

x

y

Mx dx

My dy

dx

dy

Fig. 2.  Configuration of the Rx array.
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signal subspace E1,s  and eigenvectors corre-
sponding to the ( )M L−  smaller eigenvalues 
Λn L M= diag{ ,..., }γ γ+1  form the noise sub-
space E1,n . Therefore, subspace-based meth-

od works only when the total MPC number 
is smaller than the Rx array number and the 
MPCs are uncorrelated.

III. 3D CHANNEL PARAMETER 
ESTIMATION ALGORITHMS

In this section, channel parameter estima-
tion algorithms are introduced in two parts. 
The first part is the summary of joint AAoA 
and EAoA estimation methods, i.e., MUSIC, 
LS-ESPRIT, and Unitary ESPRIT algorithms. 
The second part is the basic concepts of joint 

w h e r e  A a a= [ ( , ),..., ( , )]u v u v1 1 L L  i s  t h e 
s t e e r i n g  m a t r i x ,  B = diag[ ,..., ]β β1 L , 

S( ) [ ( ),..., ( )]t s t s t= − −τ τ1 L
T , and N( )t  is the 

composited noise. The K-point sampled output 
signal is Y ABS N( ) ( ) ( )k k k= +  (1 )≤ ≤k K , 
where S( )k  and N( )k  are the sampled trans-
mitted signal and noise, respectively. For the 
convenience of understanding and following 
parameter estimation, the matrix structure of 
Y( )k  is shown in fi gure 4. The output signals 
contributed by the l-th MPC at two adjacent 
data blocks along dimension 1, namely at two 
antenna elements along x-axis of Rx array, 
have phase shift e− jul  caused by dx . Similar-
ly, along dimension 2 (y-axis) have phase shift 
e− jvl  caused by dy . It can be seen that the 
output signal along y-axis is stacked into that 
along x-axis according to (2). Data blocks in 
dimension 3 represents K sample points.

The subspace-based method relies on the 
separation of eigenvectors of the spatial cova-
riance matrix, which can be given as follows,

R Y Y APA N N= = +
K
1 ∑

k

K

=1

( ) ( ) E{ ( ) ( )},k k k kH H H

 (6)
where [ ]⋅ H  denotes the Hermitian operator 

and P BS S B= ( ) ( )k kH H  is the source cova-
riance matrix. If the MPCs are assumed to be 
uncorrelated, the rank of the source covariance 
matrix r L( )P =  when L M< . Therefore, 

r L M( )APAH = < . According to the prop-
erties of matrix, if noises are assumed to be 
uncorrelated, the sum of two matrices R  has 
( )M L−  zero eigenvalues when the number of 
observation data is infi nite. However, the num-
ber of observation data is finite in practice. 
Thus, these zero eigenvalues are correspond-
ing to ( )M L−  minimum eigenvalues of R1 , 

where R1  is the sampled spatial covariance 
matrix calculated based on the fi nite observa-
tion data. Therefore, R1  can be separated into 
two segments,

     R E Λ E E Λ E1 = +1, 1, 1, 1,s s s n n n
H H ,  (7)

with eigenvectors corresponding to the L larg-
er eigenvalues Λs L= diag{ ,..., }γ γ1  form the 

Fig. 3.  Spherical coordinates and phase shifts.

Fig. 4.  Matrix transposition structure of Y( )k .
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displacement in x-axis. Thus, the steering 
matrices of two sub-arrays have the following 
relationship,

      ( ) ,J A a J A1 2u =  (10)
w h e r e  J I 0 I1 1 ( 1) 1= ⊗[ ]M M Mx x y− − ×  w i t h  I  

is the unit matrix and 0  is the zero ma-
t r i x ,  J 0 I I2 ( 1) 1 1= ⊗[ ]M M Mx x y− × − ,  a n d 

au = diag e e{ ,..., }− −ju ju1 L . As the steering ma-
trix A  spans the same space with the signal 
subspace, the following relationship holds,

 E AT1, 1s = ,  (11)
where T1  is a L L×  full rank matrix. Substi-
tuting (11) into (10), we can get

   T a T E E1 1 1, 1 1, 2
− −1 1

u s s= ,  (12)
w h e r e  E J E1, 1 1 1,s s=  a n d  E J E1, 2 2 1,s s= . 
Through observation it can be seen that, the 
eigenvalues of E E1, 1 1, 2

−1
s s  are au . Another way 

to get au  is the LS method,

T a T E E E E1 1 1, 1 1, 1 1, 1 1, 2
− −1 H 1 H

u s s s s= [ ] [ ].  (13)
Similarly, Rx array can be divided into 

two sub-arrays with a known constant dis-
placement in y-axis, namely Sub-arrays 3 
and 4. The corresponding selecting matri-
c e s  a r e  J I I 03 1 ( 1) 1= ⊗M M Mx y y

[ ]− − ×  a n d 

J I 0 I4 ( 1) 1 1= ⊗M M Mx y y
[ ]− × − . Thus, the fol-

lowing relationship holds,
T a T E E E E1 1 1, 3 1, 3 1, 3 1, 4
− −1 H 1 H

v s s s s= [ ] [ ].  (14)
w h e r e  E J E1, 3 3 1,s s= ,  E J E1, 4 4 1,s s= ,  a n d 

av = [ ,..., ]e e− −jv jv1 L T .
With au  and av , phase shifts for each MPC 

can be calculated. Then, AAoAs and EAoAs 
can be calculated according to (3) and (4),

 φl = tan−1( ),
u
vl

l
 (15)

  θ ( ( ) ( ) ).l l l= +sin u v−1 2 2

2 2π π
λ λ
d dx y

 (16)

Note that, as a horizontal URA is used, 
MPCs from above and below cannot be distin-
guished. But it is able to resolve MPCs with 
AAoA from 0°  to 360° . However, AAoAs 
calculated through (16) are in the range of 
0°  to 180° . This problem can be solved by 
observing the positive/negative signs of ul  

delay, AAoA, and EAoA algorithms, i.e., 
JADE MUSIC, JADE ESPRIT, SI-JADE, and 
SAGE algorithms. All algorithms are intro-
duced to be used for a URA. Furthermore, an 
improved SI-JADE algorithm is proposed by 
incorporating with the Unitary ESPRIT algo-
rithm in the second part.

3.1 Joint AAoA and EAoA estimation 
methods

In table 1, the preliminary comparison of joint 
AAoA and EAoA estimation algorithms are 
listed. The detailed procedures of them can be 
found in the following.

1) MUSIC algorithm: Considering that 
the noise subspace is orthogonal to the signal 
subspace theoretically, which spans the same 
space with A , the following relationship 
holds

 E A1,
H

n = 0.  (8)
The angle searching problem can be trans-
ferred to calculate the Euclidian distance 
between E1,

H
n  and A  in practical, and find 

the AAoAs and EAoAs that can minimize the 
distance. Thus, the normalized MUSIC spatial 
spectrum is defined as the inverse of the Eu-
clidian distance [13], i.e.,

   PMUSIC =
a E E aH H( , ) ( , )u v u v

a aH ( , ) ( , )u v u v

1, 1,n n
.  (9)

Here, u and v are the phase shifts in x and y 
directions which corresponding to one certain 
direction with azimuth angle φ  and elevation 
angle θ . Finally, the AAoAs and EAoAs can 
be located by finding the local maxima of the 
spatial spectrum.

2) LS-ESPRIT algorithm: As shown in fig-
ure 2, the whole Rx array can be divided into 
two sub-arrays by selecting the first and last 
( 1)M x −  columns of antenna elements, i.e., 
Sub-arrays 1 and 2. The two sub-arrays are 
exactly the same except for a known constant 

Table I.  Properties of joint AAoA and EAoA estimation algorithms.
Algorithms Complexity Accuracy Rx array configuration Suitable scenario

MUSIC High High Any Uncorrelated 
signals 
L M<

LS-ESPRIT Low Low URA; Cube

Unitary ESPRIT Very low Low Centro-symmetric
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where Kv1  and Kv2  are the real and imaginary 

parts of [ ] [ ]I Q J I QM M M Mx y x y
⊗ ⊗H

−1 3 , respec-

tively, and Ωv = diag tan tan{ ( ),..., ( )}v v
2 2
1 L .

Accordingly, the received signal is re-writ-
ten as Y Q Q Y′ ( ) [ ] ( )k k= ⊗H H

M Mx y
. Let E1,

′
s  

being the L “largest” left singular vectors of 
[ { ( )}, { ( )}]Re k Im kY Y′ ′ ,  where  Re k{ ( )}Y′  

and Im k{ ( )}Y′  are the real and imaginary 

parts of Y′ ( )k . E1,
′

s  is related to A′  with an 
unknown L L×  real-valued linear transforma-
tion matrix, i.e., E A T1, 2

′ ′
s = . Then, by substi-

tuting A E T′ ′ −= 1, 2s
1  to (23) and (24) we can 

get
 Ψ K E K Eu u s u s= [ ] ,1 1, 2 1,

′ − ′1  (23)
and

 Ψ K E K Ev v s v s= [ ] ,1 1, 2 1,
′ − ′1  (24)

where Ψ T Ω T( ) 2 ( ) 2⋅ ⋅= −1 . Therefore, the ei-

genvalues { ,..., }λ λ1
′ ′

L  of Ψ Ψu v+ j  can be 
computed by using the joint diagonalization 
method. Then, ul  and vl  are given as

 u tan Rel l= 2 ( { }),− ′1 λ  (25)

 v tan Iml l= 2 ( { }).− ′1 λ  (26)
Finally, the AAoA and EAoA can be calcu-

lated as in (15) and (16).

3.2 Joint delay, AAoA, and EAoA 
estimation methods

In table 2, the preliminary comparison of joint 
delay, AAoA, and EAoA estimation algo-
rithms are listed. The detailed procedures can 
be found in the following.

1) JADE MUSIC algorithm: In order to 
construct a temporal phase shift similar to the 
spatial phase shift, JADE-based algorithms 
transform the time domain measurement data 

and vl . Then, the calculated AAoAs can be 
mapped to different quadrants of spherical 
coordinates. This problem has not been men-
tioned in other literatures before.

3) Unitary ESPRIT algorithm: Different 
from the LS-ESPRIT algorithm, Unitary ES-
PRIT algorithm employs the centrosymmetric 
property of Rx array and operates in real-val-
ued domain to further reduce the complexity. 
When M x  and M y  are odd, a( )ul  and a( )vl  

can be re-written as

a′ ( ) [ ,..., ,1, ,..., ] ,u e e e el =
− j u j u( ) ( )M M

2 2
x x− −1 1

l l− ju jul l T

 (17)
and

a′ ( ) [ ,..., ,1, ,..., ] ,v e e e el =
− j v j v( ) ( )

M M
2 2
y y− −1 1

l l− jv jvl l T

 (18)
respectively, by defining the center of Rx array 
as the reference antenna. They can be trans-
formed into real-valued by using the following 
simplest matrix [19],

Q 0 02 1m+ =
1
2

 
 
 
 
 Π 0 Π

I 0 Im m
T T

m m

2 ,
−

j

j
 (19)

where 2 1m M+ =  if M is odd and Πm  is the 
exchange matrix. The real-valued steering vec-
tors can be expressed as d Q a( ) ( )u ul M l= H

x

′  

and d Q a( ) ( )v vl M l= H
y

′ . Similar to (2), the 

steering matrix is stacked into a vector form,
        d d d( , ) ( ) ( ).u v u vl l l l= ⊗  (20)
F u r t h e r  c o n s i d e r i n g  L  M P C s ,  t h e 

s t ee r ing  ma t r ix  can  be  exp re s sed  a s 
A d d′ = [ ( , ),..., ( , )]u v u v1 1 L L .

By selecting Sub-arrays 1 and 2, the invari-
ance relationship satisfied by A′  is [19]

  K AΩ K Au u u1 2
′ ′= ,  (21)

w h e r e  Ku1  a n d  Ku2  a r e  t h e 
r e a l  a n d  i m a g i n a r y  p a r t s  o f 
[ ] [ ]Q I J Q IH

M M M Mx y x y−1 2⊗ ⊗ , respectively, 

and Ωu = diag tan tan{ ( ),..., ( )}u u
2 2
1 L .

Similarly, by selecting Sub-arrays 3 and 4, 
we can get

    K AΩ K Av v v1 2
′ ′= ,  (22)

Table II.  Properties of joint AOA and delay estimation algorithms.
Algorithms Complexity Accuracy Rx array configuration Suitable scenario

JADE MUSIC Low High Any Uncorrelated sig-
nals & multiple 

snapshotsJADE ESPRIT Very low Low URA; Cube

SI-JADE Very low Low URA; Cube
Uncorrelated 

signals

SAGE High Very high Any --
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The sampled spatial-temporal covariance 
matrix is calculated as

         R Y Y 2 =
L
1

s
1 1
′ ′( ) .H  (30)

Similar to that of the MUSIC algorithm, 
R 2  has ( )MK L−  zero eigenvalues theoret-
ically. In practice, these zero eigenvalues are 
corresponding to ( )MK L−  minimum eigen-

values of R 2 . Eigenvectors corresponding to 
the L larger eigenvalues form the signal sub-
space E2,s , and eigenvectors corresponding 
to the ( )MK L−  smaller eigenvalues form the 
noise subspace E2,n . Therefore, JADE-based 
algorithms overcome the constraint inherent in 
the subspace-based method, e.g., MUSIC and 
ESPRIT, and can be used when MPC number 
is larger than the antenna number as long as 
L MK< .

The normalized JADE MUSIC spatial-tem-
poral spectrum is defi ned as

PJADE MUSIC =
U E E U1 2, 2, 1

H H( , , ) ( , , )
U U
u v w u v w

1 1
H ( , , ) ( , , )u v w u v w

n n
.

 (31)
Here, w is the temporal phase shift caused by 
delay. Finally, the delays, AAoAs, and EAoAs 
can be located by fi nding the local maxima of 
the spatial-temporal spectrum.

2) JADE ESPRIT algorithm: Similar to the 
LS-ESPRIT algorithm, JADE ESPRIT algo-
rithm can estimate delay by using the invari-
ance properties of two sub-arrays. The divided 
two sub-arrays are exactly the same except a 
constant temporal phase shift.

B a s e d  o n  t w o  f r e q u e n c y  d o -
m a i n  s a m p l e  s e l e c t i o n  m a t r i c e s 
J I 0 I I5 1 ( 1) 1= ⊗ ⊗[ ]K K M M− − × x y

 a n d 

J 0 I I I6 ( 1) 1 1= ⊗ ⊗[ ]K K M M− × − x y
, the following 

relationship holds
T a T E E E E− −1 H 1 H

w s s s s= [ ] [ ],2, 5 2, 5 2, 5 2, 6  (32)

where aw = [ ,..., ]e e− −jw jw1 L T , E J E2, 5 5 2,s s= , 
and E J E2, 6 6 2,s s= . Thus, the delay of l-th 

MPC can be calculated based on wl .
By choosing the selection matrices J1 - J4  

and signal subspaces E2, 1s - E2, 4s  accordingly, 

into frequency domain. With Fourier transfor-
mation (FT), the temporal phase shift of the 
l-th MPC is

   a( ) [1, ,..., ] ,w e el = − − −jw j K wl l( 1) T  (27)
w h e r e  w d Kl f l= 2 /π τ ,  d f  i s  t h e  f r e -

quency interval determined by the maxi-
mum and minimum frequency points, i.e., 
d f f Kf max min= − −( ) / ( 1) .

By stacking temporal domain samples into 
the spatial domain, namely stretching the 
M K×  matrix Y( )k  into a MK ×1  vector, 
JADE-based algorithms can jointly estimate 
delay, AAoA, and EAoA. Accordingly, similar 
to (2), the spatial-temporal manifold can be 
expressed as

    U a a1( , , ) ( ) ( , ).u v w w u vl l l l l l= ⊗  (28)
Thus, the frequency domain vectorized 

Y( )k  can be given as

       Y U S N1 1= +∑
l=

L

1

βl l l l( , , ) ,u v w  (29)

where S  and N  are the frequency domain 
vectorized signal and noise.

Considering that  JADE MUSIC and 
JADE ESPRIT can only be used when mul-
tiple uncorrelated snapshots are available, 
Y1  can be extended to a MK L× s  matrix 

Y Y Y1 1 1
′ = [ (1),..., ( )]Ls  with Ls  denotes mul-

tiple snapshots. It has the matrix structure as 
shown in figure 5. The received signals con-
tributed by the l-th path at two adjacent data 
blocks along dimension 1 have phase shift 
e− jul . Along dimension 2 have phase shift 
e− jvl , and along dimension 3 have phase shift 
e− jwl  caused by d f .

Fig. 5.  Matrix transposition structure of Y1
′ .
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where U U U3 2 1 1 1 2= [ ( , , ),..., ( , , )]u v w u v wL L L , 

Ωw = diag tan tan{ ( ),..., ( )}w w
2 2
1 L ,  Kw1  a n d 

Kw2  are the real and imaginary parts of 
[ ] [ ]Q I I J Q I IH H

m M m M m M m M2 1 2 1− − + − +1 1 6 1⊗ ⊗ ⊗ ⊗
x y x y

, 

respectively. The selection matrix is re-written 
as J 0 I I I6 ( 1) 1 1 1= ⊗ ⊗[ ]m m M m M2 2 1− × − − +x y

.

The received signal can be expressed 
a s  Y Q Q Q Y4 1 3= ⊗ ⊗[ ]H H H

m M m M2 1x y− + .  B y 

calculating the signal subspace E3,s  of 
[ { }, { }]Re ImY Y4 4 , we can get

      Ψ K E K Ew w s w s= [ ] .1 3, 2 3,
−1  (38)

Then, delays can be calculated as intro-
duced in the Unitary ESPRIT algorithm. Simi-
larly, AAoAs and EAoAs can also be calculat-
ed.

5) SAGE algorithm: SAGE algorithm is 
widely used for channel parameter estimation. 
It can provide accurate estimation results even 
in highly correlated scenario. However, the 
complexity is much higher than other kinds 
of methods due to the iteration procedure. 
Complete data (unobservable) X Θl l( ; )k  and 
incomplete data (observable) Y( )k  are two 
key notions in the SAGE algorithm, and the 
choice of complete data should guarantee the 
complexity and convergence rate of parameter 
estimation procedure. As specified in [30], 
the natural choice of complete data given in 
(1) leads to a surprisingly simple scheme. If 
X Θl l( ; ), 1,...,k l L=  is known, the parameters 
of each path can be estimated by searching 
parameters that maximize the ML functions. 
However, as it is unknown in practical, it can 
be obtained by subtracting the contributions of 
all the paths except the l-th path from Y( )k ,

= − −

X Θ X Y Θ l

Y a

( ; ) E[ ( ) | ( ), ]k k k

( ) ( , ) ( ).k u v s t



′ ′
l l

l l l′ ′

=

= ≠
∑
1,

L

β τ

l

l ˆ ˆ ˆ
l l l′ ′ ′

 ′

 (39)

au  and av  can be calculated similar to (13) 
and (14), respectively. Regarding the joint 
estimation of delay, AAoA, and EAoA, joint 
diagonalization methods proposed in [25] can 
be referred.

3) SI-JADE algorithm: Instead of assum-
ing multiple snapshots, SI-JADE algorithm 
employs the spatial and temporal domain 
smoothing technique to form multiple uncor-
related samples [25]. According to the method 
proposed in [15], a Hankel matrix can be con-
structed by left shifting and stacking copies of 
Y2 , which is the FT of Y( )k . Assume the se-
lected blocks in spatial and temporal domains 
are m1  and m2 , respectively, the reconstructed 
received data matrix can be expressed as

   Y3 =

 
 
 
 
 Y Y

Y Y

2 2
(1, ) ( , )

2 2
(1,1)

  

m m m2 1 2





( ,1)m1

,  (33)

where Y2
( , )i j  is given as (34) shown in the bot-

tom at this page.
Then, the selection matrices J1 - J6  can 

be changed according to the structure of (38) 
and the corresponding signal subspaces E3, 1s

- E3, 6s  can be determined. Finally, Ωu , Ωv , 
and Ωw  can be calculated similar to (13), 
(15), and (37).

4) Improved SI-JADE algorithm: Employ-
ing the center frequency point as reference, we 
can re-write (34) in a centrosymmetric form as

a′ ( ) [ ,..., ,1, ,..., ] .w e e e el =
− j w j w( ) ( )K K

2 2
− −1 1

l l− jw jwl l T

 (35)
The real-valued “temporal manifold” can 

be acquired as d Q a( ) ( )w wl K l= H ′ . Similar to 
(35), the real-valued spatial-temporal manifold 
U2 ( , , )u v wl l l  can be written as

  U d d2 ( , , ) ( ) ( , ).u v w w u vl l l l l l= ⊗  (36)
To estimate delays, we employ the shift in-

variance properties as in (23) and (24), i.e.,
  K U Ω K Uw w w1 3 2 3= ,  (37)

Y2
( , )i j =

 
 
 
 
 Y Y2 1 2 1 2

Y Y

(( ) , ) (( ) , )

2 2 2

M m i M j M m i M K m j

(( 1) 1, ) (( 1) 1, )i M j i M K m j

x y x y

− + − + − +

− + − + − +
  

y y



.  (34)
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ESPRIT algorithms to estimate AAoA and 
EAoA, as well as the performance of JADE 
ESPRIT, JADE MUSIC, SI-JADE, the im-
proved SI-JADE, and SAGE algorithms to 
estimate both delay and AoAs in synthetic 
environments. Estimation results of MUSIC, 
LS-ESPRIT, Unitary ESPRIT, SI-JADE, the 
improved SI-JADE, and SAGE algorithms are 
also compared in 60 GHz real measurement 
environment.

4.1 Simulation results

1) Performance of joint AAoA and EAoA 
estimation: As MUSIC algorithm estimates 
AAoA and EAoA by searching for the spa-
tial spectrum peaks, we assume 4 MPCs 
to observe the resolution property of MU-
SIC algorithm. The AAoAs and EAoAs for 
MPCs 1-4 are set as: { , } {60 ,30 }φ θ1 1 = ° ° , 

{ , } {80 ,50 }φ θ2 2 = ° ° ,  { , } {110 ,50 }φ θ3 3 = ° ° , 

and { , } {120 ,60 }φ θ4 4 = ° ° .  The number of 
sample points is 201, signal-to-noise ratio 
(SNR) is 20 dB, and Rx array size is set to 
4 4× . As shown in fi gure 6, four MPCs can be 
isolated with sharp peaks, even though there 
are slight ambiguities between MPCs 3 and 4. 
With the increase of SNR and array size, these 
ambiguities can be suppressed.

With the same simulation settings used in 
fi gure 6, the estimated parameters using MU-
SIC, LS-ESPRIT, Unitary ESPRIT, and SAGE 
algorithms are shown in figure 7. The MPCs 
parameters estimated by MUSIC algorithm are 
determined through finding four local maxi-
ma. We can see that all the four algorithms can 
provide accurate estimation results, and the 
paring for each MPC is also correct.

In order to compare performance of these 
algorithms to estimate single MPC with dif-
ferent SNRs and array sizes, we select MPC 
1, i.e., { , } {60 ,30 }φ θ1 1 = ° ° , and Monte Carlo 
simulation time Mc  is set to 500. The selected 
array sizes are 2 2×  and 4 4× , respectively. 
Figure 8 shows the root mean square errors 
(RMSEs) of AoA versus SNR. The RMSE of 
AoA is calculated as follows

Here, parameters with notation “  ” denote 
the initial assumption or previous estimation 
of the l ′ -th path. Equation (43) represents the 
“E”-expectation step of the SAGE algorithm 
using parallel interference cancellation meth-
od.

Given the complete data acquired above, 
parameters of MPCs can be derived by search-
ing the values that can maximize the cost 
functions,

τ τ φ θˆ′′ ′ ′
l l l= arg z kmax{| ( , , ); ( ; |))},ˆ ˆ X Θ l 

′
l  (40)

φ τ φ θˆ ˆ
l l l
′′ ′′ ′= arg z kmax{| ( , , ); ( ; |))},ˆ X Θ l 

′
l  (41)

θ τ φ θˆ ˆ′′ ′′ ′′
l l l= arg z kmax{| ( , , ; ( ; |))},ˆ X Θ l 

′
l  (42)

β τ φ θˆ ˆ ˆ′′ ′′ ′′ ′′
l l l l=

M M Kx y

1 z k( , , ; ( ; |)),ˆ X Θ l 

′
l  (43)

where 

z k u v k s t( , , ; ( ; )) ( , ) ( ; ) ( )τ φ θ τX Θ a X Θ l l

′ ′
l l= −H H

  .
Equations (44)-(47) are referred to the 

“M”-maximization step. Iteratively carrying 
out the “E” and “M” steps, a sequence of esti-
mates can be generated until the cost function 
converges to a stationary point.

IV. SIMULATION RESULTS AND 
MEASUREMENT ANALYSIS

In this section, we compare the performance 
of the MUSIC, LS-ESPRIT, and Unitary 
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Fig. 6.  Angle searching results of MUSIC algorithm.
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are m1 = 2  and m2 = 30 . The array size is set 
to 3 3×  and 4 4× , and SNR is ranged from 
0 to 35 dB to study the impacts of array size 
and SNR on the estimation performance of 
one single path, as shown in fi gure 10. Figure 
10(a) shows the RMSEs of AoA and figure 
10(b) shows the RMSEs of delay. The RMSE 
of delay is calculated as follows

   σ τ τDealy ,= −
M Lc

1
× m l
∑∑
M

c = =

c

1 1

L

| | ,l̂ m lc

2  (45)

σAoA =

m l
∑∑
M

c

2

= =

c

M L

1 1

1

L
c ×

| | | | ,φ φ θ θˆ ˆ
l m l l m l, ,c c

− + −2 2

 (44)
where φ̂l m, c

 and θ̂l m, c
 are the estimated AAoA 

and EAoA for the l-th path. It can be seen that 
with the increase of SNR and array size, all 
algorithms show reduced RMSEs of AoA and 
the RMSEs for SAGE algorithm stay about 0. 
Under the same array size, MUSIC algorithm 
shows similar performance at low SNR with 
LS-ESPRIT and Unitary ESPRIT algorithms, 
but when SNR is large, MUSIC algorithm 
shows smaller RMSEs than them. Compare 
LS-ESPRIT with Unitary ESPRIT algorithm, 
it can be seen that they have very similar per-
formance at both 2 2×  and 4 4×  scenarios. 
But Unitary ESPRIT algorithm has less com-
putation complexity.

We assume two MPCs with parameters 
of MPC 1 given as above and the AAoA of 
MPC 2 changes from 60°  to 75° . Namely, the 
AAoA difference ∆φ  of MPC 1 and 2 ranges 

from 0°  to 15° . The differences of EAoAs 
∆θ  are set to 5°  and 10° , respectively. Thus, 
the resolutions of algorithms to separate two 
MPCs can be compared. As shown in figure 
9, with the increase of both AAoA and EAoA 
differences, all algorithms show improved 
RMSEs. SAGE algorithm has the lowest RM-
SEs even with small angle difference. MUSIC 
has smaller RMSEs than LS-ESPRIT and 
Unitary ESPRIT algorithms. It can also be 
observed that the Unitary ESPRIT algorithm 
shows better resolution and more robust than 
the LS-ESPRIT algorithm.

2) Performance of joint delay, AAoA, 
and EAoA estimation: For the joint esti-
mation of delay, AAoA, and EAoA algo-
rithms, one MPC with parameters set as 
{ , , } {60 ,30 ,10 ns}φ θ τ1 1 1 = ° °  i s  a s s u m e d . 
The snapshots of JADE MUSIC and JADE 
ESPRIT algorithms are 20. The selected 
data blocks for spatial and temporal spatial 
smoothing of (improved) SI-JADE algorithm 
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Fig. 8.  Impacts of SNR and array size on RMSEs of AoA.
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Fig. 9.  Impacts of AAoA and EAoA differences on RMSEs of AoA.

isfactory estimation performance than JADE 
ESPRIT, which assumes 20 snapshots. SAGE 
algorithm has the lowest RMSEs of AoA even 
with small array size.

In fi gure 10(b), RMSEs of delay for JADE 
MUSIC are less than JADE ESPRIT espe-
cially with 4 4×  array. SI-JADE and the im-
proved algorithms show similar results in de-
lay estimation, and they have smaller RMSEs 
of delay than the JADE ESPRIT algorithm. 
Still, SAGE algorithm can provide accurate 
delay estimation results.

The spatial and temporal resolution of algo-
rithms are compared in fi gure 11 using a 4 4×  
array. Here, we assume two MPCs, MPC 1 
has the same parameters as used in fi gure 10. 
The EAoA of MPC 2 is kept constant to 35° . 
The AAoA of MPC 2 is changed from 60°  to 
75° , i.e., AAoA difference between two MPCs 
ranges from 0°  to 15° . The delay differences 
are set to 5 ns and 10 ns successively. From 
figure 11(a), most algorithms are not very 
sensitive to the delay and AAoA differences. 
SAGE and JADE-MUSIC algorithms can 
provide very accurate estimation, followed 
by JADE-ESPRIT algorithm. SI-JADE and 
the improved algorithm have similar RMSEs, 
however, the improved version shows more 
robust performance. From figure 11(b), still 
JADE-MUSIC and SAGE have the lowest 

where τ̂ l m, c
 is the estimated delay for the l-th 

path.
As can be seen from fi gure 10(a), all algo-

rithms show decreased RMSEs of AoA with 
the increase of array size and SNR. Compar-
ing JADE MUSIC with JADE ESPRIT under 
the same array size condition, RMSEs of 
JADE MUSIC are larger than JADE ESPRIT 
at small SNR, however, they decrease rapidly 
to 0 with the increase of SNR. SI-JADE and 
the improved SI-JADE algorithms show sim-
ilar performance, both of them show less sat-
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Fig. 10.  Impacts of SNR and array size on RMSEs of (a) AoA and (b) delay estimations.
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Fig. 12.  Relative location of Tx array and Rx.

Fig. 13.  Estimated spectrum using MUSIC algorithm.

RMSEs. The improved SI-JADE algorithm 
has lower RMSEs than the original SI-JADE, 
and it is less sensitive to the delay and AAoA 
differences. In general, comparing figure 11 
with figure 9, the estimation performance is 
greatly improved with the introduction of de-
lay estimation.

4.2 Measurement analysis

To verify the performance of aforementioned 
algorithms in real channel measurement data 
processing, we carry out channel measure-
ments in a typical indoor environment at 60 
GHz. The relative location between the Tx and 
Rx is shown in fi gure 12. The Tx is confi gured 
with a broad beam antenna, which is placed 
on a positioner (height 2 m) to form a 15 15×  
horizontal planar array. At the Rx side, a 25 
dBi horn antenna is located on a tripod with 
1.6 m height. Detailed system setups can be 
found in table 3.

In fi gure 13, the estimated spatial spectrums 
using MUSIC algorithm are depicted. The as-
sumed MPC number is 200 and the angle steps 
used to search AAoA and EAoA are both 1° . 
It shows several distinct spectrum peaks with 
AAoA centring at certain angles while EAoA 
distributed from 80°  to 90° . However, the 
spectrum peaks are not sharp enough to locate 
each closely spaced MPCs. Thus, we can only 
observe the distribution of several clusters. 

(a) (b)

Fig. 11.  Impacts of delay and AAoA differences on RMSEs of (a) AoA and (b) delay estimations.
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gles that correspond to the 200 largest values, 
as shown in fi gure 14.

In figure 14, the joint AAoA and EAoA 
estimation results using MUSIC, LS-ESPRIT, 
Unitary ESPRIT, and SAGE algorithms are 
shown. For clarity, the MPC numbers assumed 
for each algorithm are 200, 20, 20, and 80, 
respectively. We can see that even though the 
estimated results are not exactly the same, 
they have most MPCs with EAoAs ranging 
from 60°  to 90° . Especially, results of MU-
SIC and SAGE algorithms are consistent at six 
clusters. According to the real measurement 
setups as in figure 12, they might be formed 
by the line-of-sight (LoS) and single bounce 
components. However, only several MPCs 
estimated by LS-ESPRIT and Unitary ESPRIT 
are overlapped with the other two algorithms.

Figure 15 shows the joint delay, AAoA, 
and EAoA estimation results using SI-JADE, 
improved SI-JADE, and SAGE algorithms. 
The estimated MPC numbers for three algo-
rithms are 20, 20, and 80, respectively. The 
estimated MPCs exhibit as clusters with simi-
lar parameters. One cluster with delay around 
20 ns is contributed by the LoS components. 
Refer to the distance between Tx and Rx, the 
correctness of delay estimation results can be 
verifi ed. It can be seen that SI-JADE and the 
improved SI-JADE both can locate several 
MPCs in each cluster. Within each cluster, 
more MPCs can be extracted than that shown 
in figure 14. This may be contributed by the 
temporal-spatial smoothing technique and the 
inclusion of delay estimation. However, there 
are also some MPCs calculated by SI-JADE 
and improved SI-JADE algorithms that have 
not been extracted by SAGE algorithm, they 
might be false MPCs induced by the highly 
coherent signal, or weak MPCs that have not 
been detected by SAGE algorithm.

V. FUTURE DIRECTIONS

5.1 Improvements based on the 
traditional methods

Algorithms mentioned in Section III have their 

In order to get estimated AoAs of MPCs, the 
normalized spectrum values are sorted into de-
scending order. Then, the estimated AoAs of 
MPCs can be roughly located by selecting an-

Table III. System setups.
Parameter Simulation setting

Center frequency, f (GHz) 60 

Bandwidth, B (GHz) 2

Sample points, K 401

Rx array size, M Mx y× 15 15×

Antenna spacing step, d dx y=  (mm) 2.5
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Fig. 14.  Comparison of joint AAoA and EAoA estimation results.

Fig. 15.  Comparison of joint delay, AAoA, and EAoA estimation results.
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as well as the non-stationary phenomenon 
[40]. MmWave frequency bands can provide 
very large bandwidth and thus higher time 
resolution than conventional frequency bands. 
Non-stationarity in frequency domain should 
also be taken into consideration. In high speed 
train (HST) and vehicle to vehicle (V2V) com-
munications, the channel show non-stationar-
ity in time domain. Therefore, algorithms that 
can provide higher time resolution, be used in 
near-field channel measurement data process-
ing, able to estimate time-variant parameters, 
and cope with the temporal-spatial-frequency 
non-stationarity are essential.

VI. CONCLUSIONS

In this paper, we have introduced some com-
monly used wireless channel parameter esti-
mation methods. MUSIC, LS-ESPRIT, and 
Unitary ESPRIT algorithms can be used to 
extract 3D spatial information. JADE MUSIC, 
JADE ESPRIT, SI-JADE, and SAGE algo-
rithms can be employed to jointly estimate 
both temporal and 3D spatial information. By 
incorporating with Unitary ESPRIT algorithm, 
we have further improved the SI-JADE al-
gorithm to reduce computational complexity. 
Simulation results have shown that for AAoA 
and EAoA estimation, MUSIC algorithm 
has better resolution but larger computation 
burden than ESPRIT-type algorithms, while 
Unitary ESPRIT algorithm is more robust than 
LS-ESPRIT algorithm. For joint extraction of 
delay, AAoA, and EAoA, SAGE algorithm 
can provide the most accurate results, fol-
lowed by JADE MUSIC algorithm, while the 
conventional SI-JADE algorithm is the worst. 
The improved SI-JADE algorithm can provide 
comparable accuracy, but is more robust and 
less complex than the conventional SI-JADE 
algorithm. For 60 GHz channel measurement 
data processing, results have shown that MU-
SIC algorithm can locate several main clusters 
of MPCs in AAoA and EAoA estimation. The 
(improved) SI-JADE algorithm can distin-
guish more MPCs within each cluster than the 
LS-ESPRIT and Unitary ESPRIT algorithms 

own constraints. For example, subspace-based 
methods very much rely on the full rank 
(non-singular) of spatial covariance matrix 
and ML-based methods are intrinsically time 
consuming determined by iteration procedure. 
Considering their pros and cons, hybrid meth-
ods can be proposed to exploit the advantage 
of these algorithms. In addition, the system 
model is usually assumed to be used in a nar-
rowband scenario. However, with the deploy-
ment of new technology such as mmWave, ul-
tra-wideband should be considered. Thus, the 
phase shift caused by the time delay among 
antenna elements should also be taken into 
consideration and the existing algorithms can 
be further improved.

5.2 Application of machine learning/
big data algorithms

Considering the large amount of wireless 
channel measurement data, algorithms that 
can estimate channel parameters in an efficient 
way and be used to the real-time data process-
ing are required. It is well known that ma-
chine learning or big data related algorithms 
are capable of analyzing nonlinear properties 
of wireless channels and neural network 
has excellent learning and prediction ability 
[36]. Therefore, we can incorporate suitable 
algorithms into channel measurement data 
processing. In channel characteristics analysis 
and channel modeling, clustering method such 
as Kernel-power-density (KPD) algorithm was 
studied to group MPCs [37]. In [38], Gaussian 
mixture model (GMM) was used to determine 
channel parameter distribution and convo-
lutional neural network was used to identify 
different channels automatically. To estimate 
time-variant parameters, techniques that can 
predict the tendency of parameter changes 
should also be introduced.

5.3 New channel characteristics

With the employment of new technologies, 
algorithms that can cope with the new chan-
nel characteristics are necessary. In massive 
MIMO channel, spherical wavefront instead 
of plane wavefront should be considered [39], 
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in joint delay, AAoA, and EAoA estimation. 
They have similar estimation results to SAGE 
algorithm. Also, the feasibilities of complexity 
reducion methods, such as MUSIC, SI-JADE, 
and improved SI-JADE algorithms, have been 
verified in 60 GHz real channel measurement 
data processing. Finally, we have further dis-
cussed a few future research directions.
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